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ABSTRACT
Locomotion in humans and animals is highly coordinated, with
many joints moving together. Learning similar coordinated loco-
motion in articulated virtual characters, in the absence of reference
motion data, is a challenging task due to the high number of degrees
of freedom and the redundancy that comes with it. In this paper,
we present a method for learning locomotion for virtual charac-
ters in a low dimensional latent space which defines how different
joints move together. We introduce a technique called motor babble,
wherein a character interacts with its environment by actuating
its joints through uncoordinated, low-level (motor) excitations, re-
sulting in a corpus of motion data from which a manifold latent
space is extracted. Dimensions of the extracted manifold define a
wide variety of synergies pertaining to the character and, through
reinforcement learning, we train the character to learn locomotion
in the latent space by selecting a small set of appropriate latent
dimensions, along with learning the corresponding policy.
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Figure 1: Locomotion learned frommorphologically specific
motor babble.

1 INTRODUCTION
Despite recent advances in trajectory optimization and reinforce-
ment learning, it remains challenging to learn motor skills for
physics-based articulated characters. While human motion data has
been used to bootstrap control for humanoid characters, animating
complex non-human characters like those seen in Figure 1 presents
a challenging control problem which can be under specified and
prohibitively high dimensional. While there is typically an ample
space of control policies to accomplish motor tasks, not all results
lead to natural and coordinated motion. This paper introduces an
approach that attempts to mitigate this problem by extracting coor-
dinated motor activations which are drawn from the character’s
own dynamics directly using a technique we call “motor babble”
after its inspiration taken from robotics.

State-of-the art deep reinforcement learning (DRL) approaches
excel at generating natural control policies for physically simulated
humanoids, and, more recently, for simple quadrupeds by imitating
motion capture clips of expert behaviors [Park et al. 2019; Peng
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Figure 2: Overview of the proposedmorphology-driven framework for learning coordinated control for articulated characters.

et al. 2018a, 2020, 2018b; Won et al. 2020]. Unfortunately, imita-
tion learning cannot extend to characters of arbitrary morphology
where expert data is not readily available. While some impressive
results have been obtained for articulated animals, such solutions
are typically character-specific, relying on careful tuning of the
character model along with shaping the reward function or per-
formance index in order to generate lifelike controls [Heess et al.
2017; Wampler and Popović 2009; Yu et al. 2018].

In this paper, we present a general framework for learning loco-
motion skills for characters with diverse morphologies and high
articulation without requiring any access to pre-existing expert
data. We draw inspiration from the line of work in extracting coor-
dination for control through modal decomposition [Kry et al. 2009;
Nunes et al. 2012]. The inspiration for this body of work is that com-
plex beings such as animals exhibit natural coordination that stems
from their physical structure and its co-articulation. Similarly, the
core idea of our work is to exploit the morphological characteristics
of the underlying physical system and use this to “co-activate” joint
control.

To do so, we build a representative coactivation control space
through a novel approach that deliberately actuates (exercises) low-
level controls through low-level joint torques, while maintaining
appropriate joint and torque limits. We call this technique motor
babble, borrowing terminology from robotics in which exercising
a physical robots leads to a predictable model of internal dynam-
ics [Saegusa et al. 2009]. Upon proper activation, the motor babble
corpus reveals joint synergies particular to the physical system. We
use these as a joint coordination basis for co-activated control.

The main contributions of our work is a framework for generat-
ing control that can support a wide range of articulated characters.
We particularly focus on characters for which expert reference mo-
tion is not available, and address the problem of natural control
by proposing the following. 1) Motor babble, a novel approach to
build a representative corpus of motion that directly unfolds the
synergies inherent in the dynamics of a character’s morphological
structure; 2) A babble-inferred joint-coactivation space, i.e., a latent
control action space extracted from the babble data that utilizes
multiple joints simultaneously to effectively reduce the control
space across the character’s DOFs. 3) Coactivation-based training of
control policies using DRL. Our policy automatically selects coacti-
vations that can be used to learn coordinated control for different

articulated characters using the same reward function, reducing
the need for character-specific tuning.

1.1 Overview
We refer to Figure 2 for an overview of our system. Motor babble
(Section 3.1) is executed over a new character. Co-activations are
constructed to become the viable basis for coordinated control (Sec-
tion 3.2). And a motor policy is then trained using DRL (Section 4)
that learns how to activate the synergies employing a minimalis-
tic reward function. Namely, this general framework can handle a
variety of articulated characters while relying on the same simple
reward function, that focuses on the forward speed of the character
in locomotion (Section 5). We demonstrate the applicability of our
work on a number of physically simulated animals (Section 6). We
further elaborate on the different choices for designing the motor
babble and use a range of experiments to show the effect that dif-
ferent coordination bases have on the final control policy before
concluding.

2 RELATEDWORK
Study of animal locomotion has had a long history in robotics [Raib-
ert 1986], with snake like locomotion controllers [Owen 1994] dat-
ing back to the early 1970’s. Bi-modal gaits on amphibious robots
like sea snake [Crespi et al. 2005; Crespi and Ijspeert 2006, 2008]
and salamander [Ijspeert et al. 2007] are achieved by modeling bio-
logical neural circuitry called central pattern generators [Ijspeert
2008], found in spinal chord of vertebrates, as locomotion controller.
In [Iida and Pfeifer 2004], simple oscillators are used as locomotion
controllers on a quadruped robot, which result in a bounding gait
as a result of the robot’s interaction with its environment. The work
of [Kohl and Stone 2004] is one of the early examples of learning
fast walking gait on a quadruped as a control policy, using a policy
gradient method. More recent state-of-the-art results in learning-
based controllers on a quadruped robot, by imitating motor skills
collected from a real animal, is shown in [Peng et al. 2020], where
the authors first train a control policy in simulation, and then apply
domain adaptation techniques to fine tune the learned policy for
real world deployment. A related solution has been to rely on ref-
erence examples of expert motion [Lee et al. 2010; Sok et al. 2007;
Wampler et al. 2014], with recent approaches following a reinforce-
ment learning paradigm where the simulated character seeks to
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Figure 3:Motor Babble andRelated Coactivations for the Salamander. (Left) Two-dimensional embedding using t-SNE of exem-
plar poses generatedwith ourmotor babble approach. (Right) Examples of babble-inferred coactivations. The coactivations are
organized by column and are ranked based on their eigenvalues. The excitation of each coactivation results in simultaneous
actuation of all of the character’s joints. We refer to the video for the corresponding animations and additional results.

learn a policy that minimizes the tracking error between simulated
poses and reference motion capture clips.

Research on animal character control in physics-based simula-
tion environments has been a long standing focus of the animation
community [Geijtenbeek and Pronost 2012]. [Miller 1988] is an early
example where the authors demonstrate the use of periodic func-
tions as locomotion controllers for snake and worm like character,
in physics-based simulation. In [Van De Panne 1996; Van de Panne
et al. 1994], the authors present locomotion controllers for articu-
lated 2D cheetah and 3D legged characters, respectively. Here the
authors use pose control graph, which is an open-loop control mech-
anism that associates, through optimization, a desired character
pose for each state, which are used by the underlying PD controllers
to drive the character’s joints. A repertoire of quadruped gaits and
motor skill is presented in [Coros et al. 2011], where a collection
of controllers, including inverted pendulum model, PD controllers,
and virtual forces are used as building blocks for producing high
fidelity motions in a dog-like character. Other contributions from
the animation community in this space includes hopping gait con-
trollers for biped, quadruped and a kangaroo model [Raibert and
Hodgins 1991], muscle-actuated locomotion controllers for snake
and fish characters [Grzeszczuk and Terzopoulos 1995], swimming
gaits in aquatic characters [Min et al. 2019; Tan et al. 2011], and
aerial locomotion involving flapping-wings [Ju et al. 2013; Wu and
Popović 2003].

More recent advances in DRL for learning in continuous action
domain [Haarnoja et al. 2018; Peng et al. 2016; Schulman et al. 2017a]
have produced start-of-the-art results in learning motor controllers
for highly articulated characters in dynamic environments [Duan
et al. 2016; Heess et al. 2017; Peng et al. 2018a, 2017; Won et al.
2017, 2018]. In [Yu et al. 2018], locomotion controller for simulated
humanoid and other animal characters are learned using a curricu-
lum learning approach, and by optimizing for gait symmetry and
low-energy in the objective and reward functions respectively. An
approach that shares some similarities with our proposed control

framework is Multiplicative Compositional Policies (MCP) [Peng
et al. 2019], where a control policy is modeled as an ensemble of
behavior specific policy primitives, along with a learned gating
function. The authors in [Luo et al. 2020] use the MCP model, along
with a Generative Adversarial Networks (GAN) model to modulate
high-level controls to learn very smooth gait transitions, and for
recovering from unforeseen scenarios in a quadruped character.

Similar to this paper, other researchers have proposed techniques
similar to our own for character animation where controls are com-
puted from modal decomposition [Jain and Liu 2011; Kry et al.
2009; Nunes et al. 2012]. The benefit of our motor babble approach
over modal analysis is twofold, we incorporate more variability in
ground contact and pose (as we describe in the next section) which
is prohibited in the previously described approaches for modes.
Further, we deviate from these works by synthesizing complex full-
body coordinated control policies automatically with DRL while
previous work was applied to much simpler control problems [Kry
et al. 2009], did not solve control explicitly [Jain and Liu 2011], or
relied on hand-picked synergy selection [Kry et al. 2009; Nunes
et al. 2012]. Other similar work [Ranganath et al. 2019] shows coac-
tivation control spaces can be generated by decomposing human
reference motion data for physics-based simulation control – which
compels our interest in this area. In contrast, this work relied on
task-specific reference motion data with a manual selection process
to build its latent control space.

3 MOTOR BABBLE
Non-humanoid reference motion data is very rare. We propose
to create artificial motion data, from which a latent control space
and locomotion can be constructed for a specific character’s mor-
phology. To build a representative corpus of reference motion, our
motor-babble method actuates low-level controls to exercise the
dynamics of the character. We take care to craft a wide database by
varying start and end poses in short (0.5sec) micro-behaviors and
varying contact across the episodes. Our approach draws from the
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modal decomposition work mentioned in [Kry et al. 2009] that also
derives coordinated joint movements from the physical dynamics
of a character, but it differs both in concept and in practice. While
modal analysis stems from simple oscillations centered about a sin-
gle known rest pose, our motor babble can include any pose within
specified joint limits. Modes do not have a notion of joint limits, but
rather staying close to the given rest pose. Further, contact changes
(e.g., between ground and air) need to be built explicitly [Nunes
et al. 2012] while babble includes multiple combinations of contacts
seamlessly. This is important in characters such as quadrupeds
where the combinations of different foot contacts make controllers
derived from modal analysis difficult.

3.1 Episodic micro-behaviors
To exercise an unknown morphology with motor babble, we build
a dynamic version of the character, with known masses, inertial
properties, and limb lengths and connections. This simulation is
reused in synthesis, and so the cost is negligible. Next, we specify
nominal joint limits, as simple ranges over individual joint degrees
of freedom (DOFs) as well as joint torque maximums. We also
identify the contact bodies. With this information in place, the
motor babble procedure produces micro-behaviors by creating ran-
dom point-to-point activations under random contact conditions.
Specifically, samples are performed episodically by initializing the
character to a random (valid) state and the desired target pose is set
as input to a stable proportional derivative (SPD) controller. The
simulation is then integrated to produce the outcome. We refer to
the accompanying video for examples.

Episodes are terminated and discarded if a termination condition
is met: 1) there is an explosion in the joint velocity, 2) some prede-
fined segment of the character touches the ground surface. Each
valid micro-behavior is recorded at 30 Hz, and stored as motion
data. As a post processing step, the motion data is mirrored in the
XY-plane (i.e, around the forward and lateral axis), to maintain the
left-right symmetry of the character in the motion data. For exam-
ple, the motion database for the feline quadruped shown in Figure 2
contains over 20K frames after mirroring. Similar databases are
built for the rest of the other characters, with the process taking
up to an hour for a complex character such as the feline quadruped
or kangaroo. Specifications about character morphology and pa-
rameters used for motor babble are available in the supplemental
data.

3.2 Babble-informed Coactivation
The data generated through the process of motor babble consti-
tutes a corpus of character poses which capture the synergies be-
tween the DOFs of a particular character. See, for example, Figure 3.
Given such data, we use the notion of control coactivations [Ran-
ganath et al. 2019], i.e., a set of motion primitives expressed as
joint-coordination vectors where each vector defines how all the
joints move together. Performing singular value decomposition on
the collected motion data results in a set of coactivations which
describe the fundamental motion primitives of the respective char-
acter. Formally, let matrix X ∈ Rm×n denote the motor babble
generated data, wherem corresponds to the number of poses and n

 PD

Motor Babble

 

. . .
Coactivations

Figure 4: An overview of our general framework, with a
multi-headed neural network as control policy, for sam-
pling up to k out of l coactivations (p1(ct ), . . . ,pk (ct )), and the
corresponding excitation (at ).

to the number of DOFs of the character. Using singular value de-
composition, the data matrix X can be decomposed as X = UΣV⊤,
where ΣV⊤ ∈ Rn×n , a full rank basis matrix, represent n joint-
coordination vectors that can be ordered based on their eigenvalues
(see Figure 3 for some examples). Subsets of these motion primitives
constitute representative control spaces for the character.

In total, motor babble can be conceptualized as a general process
through which the dynamics of a character is exercised to dis-
cover a generic set of joint coordinations. However, like in previous
modes-driven approaches, for a given specific motor task, typically
only a small subset of joint coordinations are needed, constituting
a task-specific latent control space for the character. In Section 4,
we introduce a DRL approach for automatically selecting this la-
tent space for locomotion, along with learning the coactivation
excitations in the form of control policies.

4 LEARNING FROM COACTIVATIONS
In [Peng et al. 2018a], controllers for high fidelity motor skills are
trained on a humanoid character by carefully crafting a reward
function, including closely following joint trajectories from expert
reference motion data as well as limiting motion through a number
of reward terms. In contrast, in [Ranganath et al. 2019], a low dimen-
sional controller is learned in the latent coactivation space derived
from reference motion, significantly reducing the dimensionality
of the control and lessening the need for a carefully shaped reward
function. Building on this work, we learn to select a representative
set of coactivations for a particular motor task from motor-babble
coactivations, along with learning the excitations for these selected
coactivations.

Specifically, we formulate the learning process to learn to auto-
matically select a discrete set of k coactivations, from a given set
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of top-l coactivations (where l > k), along with learning excita-
tions for the respective coactivations. To do so, we formulate the
control problem as a discounted Markov Decision Process (MDP)
and solve it using reinforcement learning. The MDP is defined by
the tuple M = {S,A, r , P , ρ0,γ }, where S denotes the state space,
A is the action space, r : S × A → R is the reward function,
P : S×A → S is the state transition function, ρ0 is the probability
distribution over initial states, and γ ∈ (0, 1] is the discount factor.
As the character interacts with its environment, at every time step
t , makes an observation st ∈ S, takes an action at ∈ A, receives a
scalar reward rt , and transitions to a new state st+1 based on the
underlying transition model P , while following a stochastic policy
π : S → A. The goal of the character is to maximize the return
Rt = ΣT−tk=0γ

krt+k , which is the total discounted reward starting
from time t , until the end of the episode, or until some termina-
tion condition is satisfied. For a policy πθ (a |s), parameterized by
θ , the objective of the learning process is to find the optimal set of
parameters θ∗, which can be formulated as

θ∗ = argmax
θ
EM,πθ [Rt=0 |πθ ]. (1)

The control architecture for the RL is presented in Figure 4.
To learn using the motor babble-driven coactivations, the control
policy π maps from states to actions (π : S → A), where an action
a ∈ Rl denotes the excitation vector for the coactivations. Unlike
learning in independent joint action space, here each excitation
value ai ∈ R,∀i ∈ {1, 2, . . . , l} contributes to the motion of all
the joints (where l is the count of coactivations). In this way with
even a small number of excitations (e.g. 2-3) we can control the
full character. Following along with Figure 4, the policy network
is tasked to learn k independent discrete probability distributions
as a function of the state: pi (c |s),∀i ∈ {1, 2, . . . ,k}, where c ∈

{1, 2, . . . , l} represent the coactivation indices. Here, each pi (·) is a
distribution over all top-l coactivations, from which a coactivation
is sampled at each time step t . The sampled coactivation from
each distribution is encoded as a one-hot vector 1i , where 1ic = 1
corresponds to the cth coactivation being sampled from the ith
distribution pi (·).

Since all k distributions are modelled as independent distribu-
tions, it is possible for the same coactivation to be sampled by mul-
tiple distributions. So, post sampling, only k̂ unique coactivations,
where 1 ≤ k̂ ≤ k , are considered and represented as an indicator
variable 1E , where 1Ec = 1, indicates that coactivation c was sam-
pled by at least one of the k discrete distributions. Then, a sparse
vector of sampled excitations of the corresponding coactivations
are represented as â ∈ Rl , where

âc =

{
ac if 1Ec = 1
0 otherwise.

By learning in the coactivation space, the target joint angles for
the character are obtained by a simple transformation: u = âC(l ),
where u ∈ Rn are the target joint angles for the character, â ∈ Rl is
a sparse vector of coactivation excitations, and C(l ) ∈ Rl×n is the
coactivation matrix.

The policy network is designed as amulti-headed neural network
with k+1 heads at the output layer. Each head has l output neurons,

with one head (Oe ) representing the means µ(s) of a multivariate
Gaussian distribution over excitations, while the remaining k heads
(Oc i ) representing discrete distributions over coactivations. The pol-
icy network consists of two hidden layers of 1024 and 512 neurons,
respectively. Rectified Linear Units (ReLU) activation functions are
used for the hidden layers, and a linear activation function for the
output layer, while a soft-max operation is used to obtain proba-
bilities at each Oc i . The excitations head (Oe ) outputs the mean,
µ(s), for an independent multivariate Gaussian distribution, from
which excitations as actions of the control policy can be sampled
as a ∼ N(µ(s), Σ). The covariance of the Gaussian is represented
by a fixed diagonal matrix Σ = diaд(σ1,σ2, . . . ,σl ), where σi is the
variance of the ith excitation. The sampled excitations are trans-
formed into target joint angles u, which are fed as input to a SPD
controller. The generated joint torques, F, are then applied to the
simulated character.

5 TRAINING LOCOMOTION
To employ the architecture to our problem of interest, learning
locomotion motor skills, we propose a simple reward function and
introduce a handful of behavior specific termination conditions
that make training possible.

5.1 Reward Function
An important impact of the motor babble approach is that we do
not need a complicated reward function because the computed
control space constrains the controller inherently. Our simple re-
ward function for locomotion consists of a single term that pertains
to the velocity of the root of the character which encourages the
character to move at the target speed along the forward direction
while penalizing high lateral speeds. In particular

rt = exp(−∥∆v∥2), (2)

where ∆vx = max (0,min (v̂x , Ûvx t) − vx ) is the difference between
the character’s forward velocity, vx , and the target forward veloc-
ity, v̂x . The user-defined initial acceleration term Ûvx , allows the
character to reach the target forward velocity in v̂x /Ûvx seconds
from the start of the episode, and t is the elapsed time of the episode
in seconds. Setting the initial acceleration values aids in the char-
acter learning to transition from zero velocity, at the beginning
of the episode, to the target velocity smoothly, and in the absence
of which the learning algorithm over optimizes and results in the
character lunging forward at the beginning, which in turn leads to
gait instability. The velocity difference along the vertical axis is not
considered in the reward. The velocity difference along the lateral
axis set as a hyperparameter as:

∆vz =

{
vz if 1z = 1
0 otherwise,

5.2 Termination Conditions
The training is performed episodically, with a fixed episode length
of T = 20s . Along with the reward function, several termination
conditions are used to shape the behavior of the learning agent by
guiding it in the task space. If the agent encounter’s a termination
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condition, then the episode is terminated early, and resulting in a
zero reward value for that time step.

COM. All the characters have a COM (Center Of Mass) position
limit in the vertical axis, going beyond which the episode is termi-
nated. This condition ensure that there isn’t a torque or velocity
explosion.

Fall detection. This termination condition checks at every time step,
if any of a subset of the character’s links makes contact with the
ground surface. This condition speeds up learning, especially dur-
ing the early stages of the training, by eliminating those sections of
the control space which result in the character falling to the ground.
Also, this termination condition can help shape the learned behav-
ior; without fall detection, certain characters could end up learning
to crawl instead of walking or running (in case of a quadruped for
example), as the reward function is minimalistic, relying mainly on
the velocity of the character’s root.

Self-collisions. If segments of a character collide with each other,
unless the colliding segments share a joint between them, then
the episode is terminated as well. This is a standard termination
condition used across all our characters and training.

Flight phase. A flight phase is defined as a time step where none
of the character’s segments are in contact with the ground surface.
We use this as an optional termination condition, terminating an
episodewhen a flight phase is detected, while ground contact should
be maintained, such as for walking and slithering behaviors.

5.3 Training
We use the Proximal Policy Optimization (PPO) [Schulman et al.
2017b] for training control policies. PPO is an off-policymethod that
relies on samples collected from an older policy πθold to estimate
the expected return of the current policy πθ and uses a clipped
surrogate objective to constrain how far the new policy can deviate
from the old one. In our implementation, the value function is
trained with multi-step TD(λ) return and the advantage is estimated
using λ-return as in GAE [Schulman et al. 2015].

The clipped surrogate objective function used in PPO is:

L(θ ) = Est ,at∼πθold
[min (дt (θ )At , clip(дt (θ ), 1 − ϵ, 1 + ϵ)At )],

(3)
where дt = πθ (a |s)

πθold (a |s)
is the importance sampling term, ϵ is a tun-

able hyper parameter that determines how far the new policy can
deviate from the old, and At is the advantage at time t .

Regarding importance sampling, in our formulation, the joint
probability of action a over the state for a given policy is computed
as

πθ (a|s) =
l∏
c

p(ac |s,θ )1
E
c ·

k∏
i

l∏
j
pi (c j |s,θ )

1
i
j , (4)

where, l is the number of coactivations provided to the learning
framework at the beginning of the training, k is the number of
discrete distributions modelled to learn to select at most k unique
coactivations, p(·) is the continuous action probability distribution,
modelled as amultivariate Gaussian distribution,pi (·) is the discrete
coactivation sampling distribution, and 1E and 1i are the indicator

variable and one-hot vectors, respectively, over the sampled coac-
tivations. With the clipped objective function, at each time step t ,
action probabilities are considered exclusively for actions whose
corresponding coactivation is sampled. Accordingly, the gradients
are back propagated only for these selected actions.

From the action vector a of the policy network, representing
excitations, target joint angles for the character are obtained by
the transformation u = âC(l ), where u ∈ Rn are the target joint
angles for the character, â ∈ Rl is a sparse vector of excitations
corresponding to the sampled coactivations, and C(l ) ∈ Rl×n is
the coactivation matrix. The target joint angles are fed as input
to the SPD controllers which generate joint torques applied to
the respective joints. State s consists of the position, orientation,
linear, and angular velocity of each joint of the character, with
orientations of 3D joints being represented as quaternions, while
1D joints are represented as scalar rotation angles in radians. All
values are expressed in a local coordinate system centered at the
root of the character and oriented along the root’s facing direction.

6 RESULTS
To showcase the power of the approach, we develop examples for
locomotion for various characters with unique morphologies and
gait/movement affordances. Figure 1 and the supplemental data
highlight these characters. The inputs for each character includes
the anticipated joint ranges and relative torque limits as well as the
basic skeletal data and masses. This information was then used to
build motor babble and a representative set of coactivations from
which to learn controllers. Training (as described in the last two
sections) requires a small set of specific choices related to each
character. Namely, we must identify the contact mode and bodies,
including whether we want the locomotion to include a flight phase.
Also, we must select the desired speed, e.g. the feline quadruped
was to run at 6m/s while the salamander character was to target
3m/s. And finally, we also indicate a basic dimensionality for the
controller; the snake, being rather simple, we allow to use only
three coactivations, while the feline and salamander quadrupeds
we set to allow to use up to five.

With this information, the gaits of each character “emerge”. The
distinction in the locomotion styles is driven by the babble and con-
trol coactivations, with no special efforts made beyond the inputs to
the babble procedure. To exercise the system, we conducted a small
set of experiments, using the automatic selection and comparing
this technique to others approaches.

6.1 Automatic Selection of Coactivations
Each animal was tested to produce a basic gait unique to its own
morphology. For example, the salamander character was trained to
select at most 5 unique coactivations, from the top-12 coactivations,
for achieving a target velocity of 3ms−1. The flight phase termina-
tion condition was applied, which resulted in a fast walking gait,
akin to a salamander (see video). Notably, the RL achieved this gait
by learning to select only two unique coactivations. Similarly, the
feline character was tasked to learn using up to 5 unique coactiva-
tions, out of the top-32 coactivations. The velocity was set to 6ms−1.
In this case, the agent learns a common quadruped bounding gait
with only two unique coactivations. Both characters can be seen in
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the filmstrips in Figure 5 along with a hopping gait for the kangaroo
character. Two versions of the snake character were trained with
coactivations generated from motor babble performed by actuating
the character’s joints around the vertical axis, and lateral axis. The
latter appears to be more caterpillar-like. In the vertical (snake)
case, an anisotropic friction was added of 0.125 in the forward axis,
and a lateral friction of 2.0 to enable a slithering gait. Both cases are
trained with top-8 coactivations, and are tasked to learn to select
up to 3 unique coactivations. The resulting gaits are presented in
the video. Training hyperparameters used in each case are available
in the supplemental data.

We see promise in the approach based on the diversity of char-
acter gaits and morphologies that are derived from the same frame-
work, with simple and intuitive changes made from case to case.
Figure 7 shows that the training time and success naturally follows
with the complexity of the character, with the feline character be-
ing the most complicated of our examples. Minimal tuning was
necessary, as an example, the kangaroo was hopping from babble
to full gait from only a few edits from an expert user. To further
showcase the benefits of this approach, we contrast the automatic
DRL described with control derived without babble and with an
approach in which an expert selects the specific coactivations to
employ. To make these comparisons, we modify the DRL architec-
ture by removing the selection of top k coactivations and instead
create a fixed control matrix Ck ∈ Rk×n , built as described below.
Finally, we highlight our exploration of babble in contrast to modal
analysis as a means of control.

6.2 Independent Joint Action Space
To compare the proposed approach tomore common control schemes,
we train all our characters with the same reward formulation, termi-
nation conditions and training hyperparameters, but in the Indepen-
dent Joint Action Space (IJAS). Learning a control policy in the IJAS
corresponds to learning to control each DOF of each joint of the
character independently, which differs starkly from our approach
where we learn to control the character in the coactivation space of
joint coordinations. Noting the IJAS for our characters is an order
of magnitude more complex in general (e.g. the feline has 59 DOFs),
while the total dimensionality of the control for our character is
less than five in all of our automatic selection cases.

The characters are trained in IJAS with the actions as the desired
values for each DOF. That is, the output of the policy network are
the desired joint positions, rather than coactivation excitations. As
the video demonstrates, the resulting gaits are successful, as defined
by the reward function but are far from natural. For example, the
resulting gait of the salamander exhibits an awkward crooked-leg
walking gait, which appears unnatural. For the two versions trained
at different speeds of the feline character, the approach was able
to find a policy at the slow target speed, the resulting gait is an
asymmetric two-legged hop. The second increased target speed
creates a locomotion which is almost unrecognizable, lumbering
forward in a highly unrealistic manner. These and other animations
of the gaits appear in the video (labelled IJAS).

Learning to control in the coactivation space constrains the agent
to the space of joint synergies that are found from exercising the
character’s morphology. But in the case of controlling in the IJAS,

the agent is unconstrained and fails to learn natural looking gaits
due to the sheer amount of redundant solutions that satisfy the
minimal reward function.

In context, the previous work in character control gets around
the issues of IJAS by either adding expert data (motion capture), or
by shaping the reward function or power limits carefully. We argue
that while specific action spaces can be hand shaped in characters
with simple morphology like the snake, allowing natural-looking
training to results from the IJAS, such approach does not scale for
more complex characters and tasks as in the feline. Our approach
sidesteps these issues, in lieu of a more streamlined, easier to tune
DRL approach which we can further exploit through the addition
of manual selection, described next.

6.3 Manual Selection of Coactivations
The next investigation we perform is that of manual selection,
harkening back to the modes research previously mentioned [Kry
et al. 2009; Nunes et al. 2012]. We note that except for very simple
cases, all results obtained with such previous work required manual
selection of the desired modes. Our approach of automatic selection
of coactivations sidesteps this need. However, we explore here
the utility of manual selection as a high-level means for directing
locomotion.

With minimal changes to the existing framework, we can con-
struct the control space by manually selecting the coactivations,
thereby targeting a specific gait/style. To accomplish this, the con-
trol space is constructed from select coactivations picked by visu-
alizing them, and choosing the desired behavior’s “style”. Similar
ideas appear in the previous work and it is not a surprise that by
shaping the control space in this manner, we can also direct the
style of the produced locomotion. In the video, we present gaits
learned for the salamander, feline, and kangaroo characters through
this pre-selection of coactivations (labeled Manual).

We highlight our exploration and modifications for a manually
crafted walk gait for the feline character. Motor babble data of
the character results in a rich and diverse set of coactivations, as
representation of the character’s overall dynamics. With a natural-
looking quadrupedal walk as the target gait, we can empirically
select a small subset of coactivations that include the signature
swing of the legs in alternation trivially from quick inspection.
Next, we train the character with forward velocity of 1ms−1. Ex-
clusively for walking, we found it best to add an additional energy
penalty to the reward to balance torque expenditure here formu-
lated as: J−1

∑J
j max(1, |ω j

tτ
j
t |)

−1, where, ω j
t and τ

j
t are the angular

velocity and torque of the jth joint at time t , respectively. This term
minimizes the energy cost as measured by the total instantaneous
power averaged over all J joints. A filmstrip of the resulting gait is
in Figure 5 and the video showcases it as well. In total, we produced
three unique gaits form the same set of motor babble, shown in
Figure 6.

An important distinction from the previous papers on modes is
the more powerful DRL framework being employed here. While
the closest previous work [Nunes et al. 2012] show the production
of plausible gaits using CMA-ES [Hansen 2006], they do not pro-
duce balancing physically simulated locomotion. In contrast, (all
of) our characters learn policies that maintain balance in 3D for
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Figure 5: Film strips showcasing several of the gaits learned by our characters. A video containing all these gaits are available
in the supplemental data.

long episodes. This alone is not a significant advance, but should
be included in consideration of the technique overall as other DRL
approaches are notoriously hard to control style without any refer-
ence motion [Peng et al. 2018a].

6.4 Modes vs. Babble
In comparison to modal decomposition in [Kry et al. 2009; Nunes
et al. 2012], motor babble is a general process for extracting syner-
gies in articulated characters. For example, to produce joint coacti-
vations in line with the aforementioned work, we perform motor
babble with two changes to the process which are: (i) using a fixed
root of the character such that the character does not interact with
the ground surface, and (ii) starting each episode with the charac-
ter in the rest pose. Performing modes like motor babble on the

salamander and feline quadrupeds result in coactivations which
are visually very similar to the original coactivations, and training
with these coactivations as inputs result in similar gaits.

While these experiments to assess the differences caused by the
motor babble over modal decomposition did not reveal large differ-
ences, this suggests that the motor babble approach may be more
general than the procedure used in the proposed approach and fur-
ther investigation of babble will likely further reveal the advantage
of this generalizability. But it can be noted that the motor babble
approach by its nature provides an easy mechanism for including
and excluding more aspects of the dynamics, such as joint limits,
torque limits, and varying contact configurations. The modal anal-
ysis, in contrast is limited, as the outcome is specific to oscillations
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Figure 6: Feet contact plots and visualization of cheetah
gaits. Our approach is able to automatically discover a range
of gaits by varying the target speed of the character. The grey
arrows represent the head of the character and the open cir-
cles the feet. The black lines connecting the feet represent
simultaneous footfalls and the black arrows the order of suc-
cession of the footfalls. FL: front left foot; FR: front right
foot; HL: hind left foot; HR: hind right foot.

about a single rest pose, under a single contact configuration, and
with no notion of joint limits.

7 DISCUSSION AND CONCLUSION
We present a general framework for controlling highly articulated
characters in the absence of expert reference data. Belowwe provide
some empirical analysis of the results shown in the previous section,
as well as discuss limitations of our work along with avenues for
future work. We propose different ways to generate control through
our framework that includes automatically learning to select a small
set of coactivations as part of the DRL training process as well as
manual selection. In all cases, different types of gait styles emerge

Figure 7: Plot of test returns normalized over the length of
the episode for the four characters trained using automatic
selection procedure.

with a simple reward function. By adjusting the target speed and
using the different coactivation mechanisms, for example, the feline
quadruped exhibits a range of gaits such as walking, trotting, and
cantering, as shown see Figure 6.

It is interesting to note that while exploring the two axes (tar-
get speed vs coactivation selection mechanism), we were able to
gain more insights about how to generate coordinated control that
stems from the co-articulation of structures. As the target speed is
increasing, asking for the system to automatically find and excite
a small number of coactivations is typically successful. Increasing
the target speed, makes the control problem in the coactivation
space more constrained, and subsequently the task of finding a few
coactivations is more defined as compared to the many ways that a
character can walk slowly in a coordinated fashion (e.g. see sala-
mander walks in video). In contrast, when targeting high speeds, it
is difficult for a user to manually decide which coactivations need
to be combined for achieving such a task while it is convenient (to
control style) by manually picking coactivations that lead to desired
locomotion behaviors when the character targets a low moving
speed. While one can perceive this as similar to reward shaping,
in practice it is hard to create reward functions that are applicable
to a wide range of characters. Manually choosing a small number
of ranked joint synergies is a less tedious task, and can generalize
across characters.

In our current work, coactivations are extracted by applying
eigenvalue decomposition to the babble data. While non-linear
manifolds obtained with techniques such as autoencoders [Holden
et al. 2017] have the potential to find a richer latent space, the eigen-
value decomposition provides a natural ranking to the extracted
coactivations. Under the light of the above discussion, such rank-
ing is particularly important as it can be used to reduce the space
exposed to the user (for manual selection) or to the policy network
(for automatic selection). In the future, we would like to compare
methods for learning a latent action space from the babble data and
the effect that it has on the generated controls.



MIG ’21, November 10–12, 2021, Virtual Event, Switzerland Avinash Ranganath, Avishek Biswas, Ioannis Karamouzas, and Victor B. Zordan

Another interesting direction is exploring the applicability of
the motor babble to generating a wide range of controllers rather
than just focusing on individual motor tasks, such as locomotion.
Currently, we use a state-independent coactivation matrix during
training that is extracted offline from the babble data. We speculate
that such a matrix can be refined during training of different indi-
vidual policies for separate primitives/behaviors, while still being
state-independent. The connections between various expert poli-
cies can be added in a subsequent phase following the recent works
of [Luo et al. 2020; Peng et al. 2019; Won et al. 2020].
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